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Abstract Ambiguity is a challenge faced by systems that handle natural language.
To assuage the issue of linguistic ambiguities found in textclassification, this work
proposes a text categorizer using the methodology of Fuzzy Similarity. The clus-
tering algorithms Stars and Cliques are adopted in the Agglomerative Hierarchical
method and they identify the groups of texts by specifying some type of relationship
rule to create categories based on the similarity analysis of the textual terms. The
proposal is based on the methodology suggested, categoriescan be created from
the analysis of the degree of similarity of the texts to be classified, without needing
to determine the number of initial categories. The combination of techniques pro-
posed in the categorizer’s steps brought satisfactory results, proving to be efficient
in textual classification.
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1 Introduction

The access to means of information distribution is becomingeasier day by day. Mo-
tivated by the great availability of computer resources andthe ease of exchanging
and storing information, institutions in the most diverse fields have produced and
electronically stored a large amount of data. In light of this possibility, companies
have started making their products available by these meansof distribution, expand-
ing their markets globally and maximizing profits. Until a short time ago, this fact
was not seen as a competitive advantage or a support tool for decision-making with
indicators of successes and failures. As such, the amount ofinformation is currently
very great and continues to grow every minute. As well as being large, the infor-
mation is set up in a disorganized and non-standardized manner, making it difficult
to locate and to access. For [33], more than 80% of the information is currently
found in a textual format. These textual documents are released on the web on a
daily level, creating large collections of information, such as: a variety of reports,
product specifications, error reports and software warningmessages, summaries,
notes, electronic mail, a multitude of documents (newsletters, newspapers, maga-
zines, etc.) and all sorts of textual electronic publications (virtual libraries, a variety
of document collections, etc) [12].

One of the biggest problems in accessing these types of information consists in
correctly identifying the subject of any given document. This identification, con-
ducted for the purpose of indexation, is done manually by people, which leads to
delay problems or imprecise indexations. Another problem encountered in this area
is adapting the automatic systems to, based on words from thetext, select a set of
terms that is representative of the desired concept. Peoplefind it relatively easy to
infer concepts from words in documents, because they possess a reasonable know-
ledge of grammar as well as knowledge of the world around them, which, in the
literature, is also known as background knowledge. In contrast to humans, auto-
matic systems do not have this natural ability and, yet, the language used to recover
information has to be closer to the natural language. This language, which is less
deterministic, more flexible and open, offers the user the possibility of formulat-
ing questions with great ease, so that they can locate the most relevant documents.
However, language’s semantic wealth imposes a few limitations to this type of cat-
egorization.

Having discussed some of the most decisive concerns in this area, most of which
are related to the large amount of available information, itcan be concluded that
new means of access and manipulation of large quantities of textual information
should be created. For example, the study conducted by [24] cites two main prob-
lems that result from the overload of information: one is related to the location of
relevant information and the other concerns the knowledge identification and ex-
traction present in the relevant information that was found. To identify the relevant
information, it is often necessary to spend hours in front ofa search engine. After
having identified the relevant information, it is generallynot found in isolation but,
rather, accompanied by many other pieces of information or spread in a series of
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documents, making it necessary to analyze the content matter of the information,
then filter or extract the data that is actually important.

At present, there is an emerging field, called Textual Data Analysis [24], that
is concerned with studying and solving these two previouslycited phases. Another
field is called Knowledge Discovery from Texts, as describedin [9, 33, 27, 18]. Both
fields involve the process of recovering, filtering, manipulating and summarizing the
knowledge extracted from large sources of textual information and presenting it to
the final user by making use of a variety of resources, which usually differ from the
originals. Hence, it is important that the analysis and processing mechanisms focus
on this type of information that is contained in documents. Computational meth-
ods that automatically classify the available textual documents should be used in
order to recovery information with greater speed and faithfulness (when it comes to
the content matter of the texts), so that they can be useful tothe decision-making
process within organizations. There are a number of systemsaimed at making sys-
temic information storage and processing both socially andeconomically rational
and profitable. Some methodologies have contributed to the appearance of compu-
tational systems that are capable of acquiring new knowledge, new abilities and new
ways of organizing the existing knowledge [22].

Text Mining (TM) has been making it possible to transform this large volume of
information, which is generally non-structured, into useful knowledge, which is of-
ten innovative, for the companies. Its use allows people to extract knowledge from
non-structured brute textual information, providing elements of support to Know-
ledge Management, which, in turn, is the way of reorganizinghow knowledge is
created, used, shared, stored and evaluated. In terms of technology, TM supports
knowledge management by transforming the content of information repositories
into knowledge that can be analyzed and shared by the organization [34].

TM is a field of technological research whose main goal is to search for pat-
terns, trends and regularity in texts written in natural language. It is normally in-
volved with the process of extracting interesting and non-trivial information from
non-structured texts. In this way, the aim is to transform implicit knowledge into
explicit knowledge [8]. The process of Text Mining was inspired by the process of
Data Mining, which consists of “non-trivial extraction of implicit information that is
previously unknown and potentially useful data” [10]. For [5] this is called Text Data
Mining. It is in fact a relatively new interdisciplinary field that encompasses: Natu-
ral Language Processing, in particular Computational Linguistics, Machine Learn-
ing, Information Recovery, Data Mining, Statistics and Information Visualization.
For [13], TM is the result of the symbiosis of these fields. Applying a process of TM
may have many purposes: creating summaries; clusterization (grouping texts accor-
ding to similarities in their content matter); identifyinglanguages; extracting terms;
text categorization; managing electronic mail, managing documents and research
and market investigation.

The focus of this work is to use techniques of text clusterization to categorize tex-
tual documents. Clusterization techniques are used when the classes in the elements
of the available domain are unknown and, hence, one is looking to automatically
separate the elements into groups by some affinity criterionor similarity. Clusteri-
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zation aids in the process of uncovering in-text knowledge,thereby facilitating the
identification of patterns in the classes.

The aim of this work is to propose a categorizer by using fuzzysimilarity to
improve the issue of linguistic ambiguities found in text classification and to use the
agglomerative hierarchical method to create categories from the similarity analysis
of textual terms. This is based on the hypothesis that categories can be created from
the suggested methodology. In other words, the degree of similarity of the texts to
be categorized improves the quality of the cluster representation, which increases
their identification capacity, as well as facilitates the comprehension of the resulting
clusters. The Eureka categorizer [37, 39, 38] groups the text in clusters according to
the similarity among the words that compose each sentende. Results using Eureka
categorizer is used to compare with the results obtained with categorizer proposed in
this work. Our experiments were conducted using Temário, RSSTerra and Reuters
corpora.

The paper is organized as follows. In section 2, we introducethe theoretical con-
cepts of Fuzzy Similarity. Section 3 handles clusterization methods, especially the
hierarchical ones, which are the focus of this work, as well as the algorithms used
(Stars and Cliques). In Section 4 a method that uses fuzzy logic with a relative fre-
quency calculation for the selection of characteristics isproposed in order to obtain
the similarity matrix. In Section 5 we discuss the results that were obtained with the
suggested categorizer, which are compared to results obtained with other catego-
rizers in the literature. Finally, Section 6 presents the conclusions drawn about the
proposed method and future works.

2 Fuzzy Similarity

Ambiguity is the greatest challenge that systems dealing with natural language have
to face. Identifying the real meaning of a given word can be socomplicated that
sometimes the only way to do so is to ask the user. In the process of choosing a
more adequate alternative to the mathematical treatment with regards to questions
formulated in natural language, the use of fuzzy logic comeswith a great advantage,
because conventional logic presents some difficulties whenit comes to representing
abstract concepts. In conventional, or Boolean, logic, which is commonly used in
computing, only two possible values are determined: true (1) or false (0). This logic
is not ideal for systems that deal with natural language, since it is impossible to
faithfully cover all of the representations of the linguistic context. These systems
are based only on right or wrong, yes or no; that is, in only twovalues to represent
an extremely complex world.

Fuzzy logic, on the other hand, is based on the theory of fuzzysets, whose con-
cepts and principles were first introduced by [40, 41]. Fuzzylogic is multivalued,
meaning that there is a set of possible values. Hence, fuzzy logic can be defined as a
logic that supports the approximate modes of reasoning, instead of exact ones. The
mathematical treatment of fuzzy logic is more appropriate for dealing with impre-
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cise information that is generally employed during human communication, allowing
to infer the approximate answer to a question based on knowledge that is inexact,
incomplete or not completely trustworthy. The use of fuzzy sets, which are naturally
inclined to deal with the domain’s linguistic knowledge, can produce easier to inter-
pret solutions [23], which allows you to create specialist systems by using linguistic
variables. Fuzziness is found precisely in information of this nature [19].

In fuzzy logic, a function must be generalized to be able to assume values in
a given interval and the assumed value indicates the pertinence of an element in a
particular set. In this way, the pertinence degree functionµA of a fuzzy setA is in the
form: µA: X → [0,1]. In other words, fuzzy setA is characterized by the pertinence
function µA(x), which assigns a real number in the interval[0,1] to each element
in the setX. In this way, the value ofµA(x) represents the degree of pertinence of
elementx∈ X in set A [14]

There are important works that use fuzzy logic in data mining. In [21], this tech-
nique is used in decision-making systems and marketing systems. Fuzzy logic has
also been used to analyze consumer behavior [16, 29]. [17] shows that fuzzy logic
is the most adequate mathematical model for the treatment ofdata in a study that
tried to reproduce consumer behavior in choosing brands in avirtual supermarket,
when compared to conventional methods, such as boolean logic models relying on
determinism and probability.

The problem of ambiguity in text processing can be tackled with the use of fuzzy
logic, as its purpose is to deal with imprecise situations, providing improved results
by way of the pertinence calculation of an element to a set. Byusing this technique,
it is possible to define just how important and relevant a termis (or not) to any
given category. There are a number of fuzzy functions that can be used to fulfill this
end. The simplest fuzzy function is called set theoretic inclusion. [4] assesses the
presence of words in two documents, which are compared to oneanother. If the term
appears in both documents, the value of 1 is added to the counter; if not, 0 is added.
At the end, the degree of similarity is a fuzzy value between 0and 1, calculated by
mean,i.e., the total value of the term counter divided by the total number of words
that appear in both documents. This fuzzy value represents the degree in which one
element is included in the other or the degree of equality between them. However,
this function presents a problem, since it only weights the importance of a word
appearing in both documents. The fact that a given word is more or less important
in one document than in another, as it appears in different frequencies, is not taken
into account. This problem can be partly resolved by using another function, which
calculates the mean using fuzzy operators, which are similar to the above function,
but assigning weights to the terms [25]. Thus, the fact that the terms appear with
different levels of importance is taken into account. In this case, the weights of the
terms may be based on the relative frequency or any other discriminating value.
Both these functions are found in the literature and were used separately. However,
in this work, they will be used together. More details can be found in Section 4.

The use of fuzzy logic in this work is focused on categorizingelements, not only
in terms of pertinence or non-pertinence, as in the case of classical theory, but also
in terms of varying degrees of pertinence. Hence, the fuzzy approach is used to cate-
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gorize objects in accordance to a measure of similarity between them and the center
of a conceptual space, whereby the closer to the center the object is, the more sim-
ilar it is; the further away from the center, the less similar. Each text is represented
by a set of characteristics that best define it, and fuzzy similarity is then used to
define how similar two representative vectors are. Based on aset of characteristics
of a text, composed here by the attributed relevance of the terms in relation to the
text, the fuzzy approach is founded upon the notion of similarity of text and a cat-
egory. The results that are supplied are partial classifications, where each category
is assigned a degree of pertinence or relevance in relation to the analyzed text. To
verify the similarity between a text and a category, all the terms that make up the
set of characteristics of the text are compared to the terms that make up the set of
characteristics of the category. A term is considered similar when it is found in the
index of the category as well as in the index of the text. The degrees of equality of
the terms are then used to determine the degree of similaritybetween the text index
and the category index. In this way, the text is classified under the category in which
it obtains the highest degree of similarity. Section 4 will explain this proposal, as
well as the functions mentioned above, in more detail.

3 Agglomerative hierarchical methods

The clusterization process can be defined as a process that acccept as input contin-
uous regions of a space that has a large number of points and divides this regions
into regions with smaller amount of points, called clusters. These clusters have the
following properties: density, variance, dimension, formand separation. Based on
these properties, different types of conglomerates emerge, which may be hyper-
spherical, curvilinear, elongated or they may have structures that are more differen-
tiated [1, 7, 3]. According to their configuration, the clusters can be classified into
the following categories: hierarchical agglomerative, hierarchical divisive, iterative
partitioning, density search, factor analytic, clumping and graph-theoretic. When
applied to a data set, these algorithms generate different results [1, 6, 3].

In hierarchical methods, the data are partitioned successively, producing a hier-
archical representation of the clusters. This type of representation makes it easier
to visualize the clusters at each stage, as well as facilitates the perception of the
degree of similarity between them. Another interesting characteristic is that hier-
archical methods does not require a definition of the number of clusters. The main
advantage of this method [3] is that different similarity measures can be used, which
augments the applicability of these methods to any type of attribute (numeric or cat-
egorical). The main disadvantages are the stop criterion and the non-refining of the
results as the hierarchy is being constructed. With regardsto the stop criterion, this
can be defined when one reaches a given number of clusters or when some type
of stop condition takes place. This criterion requires a distance matrix between the
clusters, known as a similarity matrix [15]. This similarity matrix characterizes ano-
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ther problem in the hierarchical methods because it grows exponentially in the face
of its database [35].

To calculate the distance in the similarity matrix, many methods can be used [2].
The most important ones are: Simple Connection (the distance between two more
similar clusters); Complete Connection (the distance between two less similar clus-
ters); Centroids (the distance between two clusters is obtained by their centroids);
Connection Mean (the mean of the distance s between elementsof each cluster);
Connection group Mean (the distance of two clusters is obtained by the mean of the
union of two related clusters) and Ward (finding partitions that minimize the loss
associated to each cluster).

In this work, two approaches in hierarchical methods have been considered: ag-
glomerative (Bottom-up) and divisive (Top-down) ones [1, 7, 3]. In the agglomera-
tive hierarchical approach, the data are initially distributed in such a way that each
example represents a cluster and, then, these clusters are recursively clustered tak-
ing into consideration some measure of similarity until allof the examples belong
to one single cluster. Hence, in the beginning, the clustersexist in reduced numbers
with a high degree of similarity between their elements, butthroughout the process,
these groups start to increase and their elements become dissimilar [31]. In Algo-
rithm 1, the steps that are conducted in this approach are described. In this way,
Figure 1 can be interpreted as initially containing five clusters [A, B, C, D, E]. At
the end of all the steps, a cluster called G1 is formed, wherein clusters [A,B] can be
found and the similarity of the G1 cluster is measured by Distance D1. The cluster
G2 is formed by the clusters [D,E], in which case the measure of similarity for G2
is equal to D2. In the next step, cluster G3 is formed by the cluster [C] and by the
cluster G2 and the similarity distance of G2 to G3 is the distance D3. The next step
is to create the cluster G4, formed by clusters G1 and G3, and the similarity dis-
tance is D4. An agglomerative hierarchical algorithm can basically be described in
the following way:

1 - Agglomerative Algorithm:
1. Look for the pair of clusters with the largest degree of similarity.
2. Create a new cluster that groups the selected pair in step 1.
3. Decrease by 1 the number of remaining clusters.
4. Return to step1 until only one cluster is left.

The divisive hierarchical method, on the other hand, is the least common among
the hierarchical methods, as it is inefficient and has high computational costs [1,
6, 3]. In the divisive hierarchical approach (Figure 2), theprocess is initiated with
only one cluster, which contains all the data, and continuesto recursively divide
according to a given metric that reaches a given stop criterion, usually the number
of clusters that are wanted [17]. Figure 2 can be interpretedas, in the beginning,
everyone is in the cluster [G4] making up one single cluster.This cluster is divided
into two clusters [G1 and G3] and the similarity measure is represented by D1. In
the next step, one can see that the cluster G3 is divided into [C and G2] and the
measure of similarity between these clusters is D2. At this point there are already
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Fig. 1 Dendogram of the Agglomerative Hierarchical Method.

three clusters [G1, G2 and C]. The cluster [G2] is divided into [D and E] and the
similarity between these clusters is the distance D3. In this case, four clusters remain
[G1, C, D, E]. The next step is to divide cluster G1, creating clusters [A and B] and
the measure of similarity is expressed as the distance D4. Atthis point, we are left
with the five clusters [A, B, C, D and E]. The steps to this approach are described in
Algorithm 2.

2 - Divisive Algorithm:
1. One single cluster containing all elements is constructed;
2. The similarity matrix is calculated between all pairs in the cluster;
3. A new cluster is created dividing the pairs with the lowestdegree of similarity;
4. Return to Step 1 until each cluster contains a single element, or the desired number
of clusters is achieved.

The most important algorithms pertaining to the agglomerative hierarchical
method, according to [20], are: Cliques, Stars, Connected Components and Strings.

The biggest problem in Natural Language Processing methodsis its complexity.
They involve the analysis of a series of issues such as text coherence and cohesion,
which could be related to cultural, social, situational andpolitical issues and/or they
could be directly related to the author and the moment in which the text was writ-
ten [11]. On algorithmic view, texts are analyzed in clusters for the purpose of infor-
mation recovery or knowledge discovery. It is necessary that the groups constituted
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Fig. 2 Dendogram of the Divisive Hierarchical Method.

by the texts (objects) have a certain cohesion amongs them. The clusters with very
different objects would not be admissible due to the lack of cohesion of their texts.
The problem is that some of the algorithms, such as ConnectedComponents and
Strings, are not as restrictive as expected [37], because they allow objects with a
small degree of similarity to be clustered simply because they have a strong rela-
tionship with one single object in the group, but not with allthe objects found in the
clusters. Hence, in this work, we choose using Cliques and Stars algorithms due to
their ability to construct more cohesive clusters; that is,texts that are more coherent
among themselves. In what follows, we describe in details both algorithms.

3.1 Stars Algorithm

The Stars algorithm [20] has this name precisely because theconglomerates that
are formed have a shape that is similar to a star; that is, one central element with
a variety of other elements connected to it, creating the tips of a star. In this case,
the central element is the one that has a relationship to all the other elements of the
star, which are interconnected. The elements at the tips arenot necessarily related
one to the other, which is precisely one of the algorithm’s biggest shortcomings,
seeing as the elements may not be similar. To minimize this problem of the lack of
similarity between the elements located on the tips of the star, a similarity threshold
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must be established. Hence, the solution for the elements onopposing tips of the star
not to be too dissimilar or distant consists of selecting a larger degree of similarity,
seeing as the closer they are to the center, the more similar the elements will be
amongst themselves, giving the group more coherence. The star algorithm is shown
in Figure 3. Algorithm 3 describes the steps in the Star algorithm.

3 - Star Algorithm:
1. Select 1 (one) element and place all similar elements in the same cluster;
2. Elements that are not yet allocated/classified are placedas a cluster seed (repeat
step 1 for 1 element that is not yet allocated).

Star Node

Fig. 3 Graphic representation of the Star Algorithm.

3.2 Cliques Algorithm

The Cliques algorithm [20], whose graph when formed is illustrated in Figure 4, is
similar to the starts algorithm, however, the elements are only added to a cluster IF
their degree of similarity is greater than the threshold forall the elements already
present in the conglomerate, not only in relation to the central element. In this case,
the conglomerates tend to be more cohesive and to have a higher quality, seeing as
the elements are more similar or closer to one another. Algorithm 4 describes the
steps of the Cliques algorithm.

4 An Approach to Text Categorization — A Proposal

This section proposes an approach to text categorization. This approach is divided
into four steps, as illustrated in Figure 5.
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Fig. 4 Graphic representation of the Cliques Algorithm.

Fig. 5 Use of Stars and Cliques algorithms in the Agglomerative Hierarchical Method.
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4 - Cliques Algorithm:
1. Select next Object and add it to a new cluster;
2. Look for a similar object;
3. If this object is similar to all of the objects in the cluster, add it;
4. Stop criterion: while there is at least one object not allocated, come back to Step
2;
5. Return to step 1.

In the first step, a pre-text-processing stage is conducted,in which the texts are
prepared for the second step. In this step (Step 1), a technique, called case folding,
which consists of transforming all words into small case letters, is used. After, the
stopwords [26]1 are removed. The purpose of this step is to make the text more
concise and the category index more succinct. The removal ofstopwords as well as
the case folding technique in Text Mining were proposed by [36].

In the second step, term characteristics in the text are selected by way of relative
frequency. The latter defines the importance of a given term according to the fre-
quency in which the term appears in the text. The more a term appears in a text, the
more important it is in defining it. It is due to this definitionof relative frequency
that the removal of the stopwords is so important in the pre-processing step. The
relative frequency is calculated by way of Equation 1 [30]. This formula normalizes
the result of absolute frequency of the terms by preventing small documents to be
represented by small vectors and, conversely, large documents be presented by large
vectors. After this normalization, all the documents will be represented by vectors
of the same size.

FrelX =
FabsX

N
(1)

Where:

• FrelX = relative frequency ofX;
•

FabsX
= absolute frequency ofX, that is, the amount of times in whichX appears in

the document;
• N =total number of terms in the text.

Since a vectorial-space is considered, where each term is represented by one
dimension, there are as many dimensions as there are different words. Even when we
eliminate the stopwords, one of the biggest problems encountered in TM is dealing
with the very large dimension spaces. In this way, one of the important problems
handled in the second step of this approach is the reduction of dimensionality. In
order to do this in this work, we adopted a minimum importancevalue, a threshold
or similarity threshold [37], in which the words (characteristics) with an importance
(frequency) below the given value (threshold) are simply ignored. This technique
is important given the high dimensionality of the space of characteristics, that is,

1 Stopwords are closed classes of words that do not carry meaning, such as articles, pronouns,
interjections and prepositions.
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the large volume of words that compose a document must be treated. Therefore, in
order to attain a better categorization, it is necessary to reduce the space.

The third step aims to identify the similarity between the terms (the character-
istics selected in the second step). To this end, a measure offuzzy similarity was
used: a measure, called set theoretic inclusion [4], which evaluates the presence of
words in the two elements (texts) that are being compared. Ifthe term is present in
both elements, a value of one (1) is added to the counter; if itisn’t, zero (0) is added.
At the end, the degree of similarity is a fuzzy value between 0and 1 calculated by
the mean; that is, the total value of the common term counter divided by the total
number of words in both documents (without counting repeated terms). After cal-
culated the fuzzy similarity, a matrix is generated that indicates the similarity values
between every text present in the text database. In the main diagonal of the similarity
matrix, the value is always 1, as the degree of similarity of atext when compared
to itself is always 1. Based on this matrix, clustering algorithms are used to identify
the text clusters, which specify some type of relationship rule.

The fourth and final step of the proposed approach consists ofusing the agglom-
erative hierarchical method, whose main advantage upon theother clustering meth-
ods is the non-definition of a prior number of clusters. Analyzing the constructed
dendograms, it is possible to work out the appropriate number of clusters. We used
the Cliques and Star algorithms, as these algorithms are capable of constructing
more cohesive clusters, as seen in Section 3.

In the next section, we will describe the experiments conducted with the approach
proposed in this work, which are compared to the categorizerproposed by [37],
called Eurekha.

5 Experiments

For the experiment with the Categorizer proposed in this work and Wives’s Eurekha
categorizer [37] the following Corpus were used: TeMario [26], Reuters-21578, Dis-
tribution 1.0 and Really Simple Syndication (RSS)2.

Figure 6 illustrates the composition of the TeMário Corpus. This corpus is com-
posed of two main sections: summaries and source texts. The source-text section
is subdivided into source texts with titles, source texts without titles and source
texts with subdivided titles. These were separated into twocategories: Folha de São
Paulo and Jornal do Brasil, two newspapers with major circulation in Brazil. In this
summaries section, there are: manual summaries, ideal summaries and marked sum-
maries. Marked summaries contain sections which an automatic summarizer should
select from the original text. To conduct the experiments, we used source texts with
the subdivided titles, illustrated in Figure 6 in the box with dotted lines. Regarding
to the sub-division, the texts of each newspaper with subdivided into 5 categories:

2 Corpus extracted from Terra Networks Brasil S/A.
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Special, World, Opinion, Politics and International. Eachof these categories pos-
sesses a total of 20 texts.

Fig. 6 Division of categories in the TeMário Corpus.

The Reuters Corpus is made up of 100 texts in English, all in the field of eco-
nomics3. The Distribution 1.0 corpus has 22 files. The RSSTerra corpus is also
made up of 100 texts, in Portuguese, classified in 7 categories: Brazil (22 texts),
Cities (16 texts), Education (1 text), Police (36 texts), Politics (13 texts), Health (8
texts) and Traffic (4 texts)4.

5.1 Hypothesis

The null hypothesis of this work consists in the statement that the Categorizer is
equal to Eurekha when it comes to text distribution in the categories. This hypoth-
esis is true for both the use of the Cliques algorithm as well as for the Stars algo-

3 The complete collection has 1,578 texts, however, these files were not available for use in their
totality. Hence, we used only the 100 texts that are available online.
4 These files, which come from the most diverse RSS channels of Terra Networks Brasil S/A, were
collected daily during the period comprising February to March 2008.
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rithm and for each of the corpuses that were simulated. It relates the variance in the
number of texts of each category constructed by the categorizers. In other words,
if a categorizer found 3 categories, each with 3, 5 and 7 texts, the variance of this
sample of the population is 4. Formally, this null hypothesis can be represented by
Equation 2.

H0 : σ Categorizer= σ Eurekha (2)

Where:

• H0 = null hypothesis
• σ Eurekhavariance of the Eurekha sample,
• σ Categorizervariance of the Categorizer sample.

If the null hypothesis is considered false, some other statement must be true.
Hence, this work proposes an alternative hypothesis H1 thatrepresents the opposite
of the null hypothesis H0. The alternative hypothesis is formally represented by
Equation 3.

H1 : σ Categorizer6= σ Eurekha (3)

The methodology to test the hypothesis that was adopted in this work considers
the populations, which were obtained in the generated categorizer simulations, in-
dependent and with the same variability. Hence, theF-test was chosen, where the
populations were assumed to be normally distributed and theration of the variance
of the samples follow a distribution known asF [32].

5.2 Decision Rule for the F-test

The critical values of theF distribution depend on two sets of degrees of freedom.
The degrees of freedom of the numerator of the fraction pertain to the first sample
(Eurekha), and the degrees of freedom in the denominator pertain to the second
sample (Categorizer).

The null hypothesis is rejected if the statistics of theF-test are calculated as
being greater than the critical value of the upper tail,FS, based on the distribution
of F with n1−1 degrees of freedom in the numerator, from Sample 1, andn2−1
degrees of freedom in the denominator, from Sample 2.

The null hypothesis is also rejected if the statistics of theF-test are positioned
below the critical value of the lower tail,FI , of the distribution ofF , with n1−1 and
n2−1 degrees of freedom in the numerator and in the denominator,respectively.

Therefore, the decision rule is:
RejectH0 if F > FS or F < FI ;
If not, do not rejectH0.

Figure 7 shows the areas of rejection and non-rejection, keeping in mind that
this is a two-tailed test and the area of rejection is shared between the lower and
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Fig. 7 Regions of rejection and non-rejection for the two-tailedF test.

upper tails of theF distribution. Since, in this work, we have adopted the levelof
significance of 5% with a value ofα = 0,05, then the region of rejection will contain
0,025 of the distribution, in other words,α

2 .

5.3 Testing the Null Hypothesis

The procedure for testing the hypothesis of equality of the two variances is based on
the following result: Letx11,x12, ....,x1n be a random sample of a normal population
with a mean ofµ1 and variance ofσ2

1 , and letx21,x22, ....,x2n be a random sample
of a second normal population with a mean ofµ2 and variance ofσ2

2 . Assume that
both populations are independent. LetS2

1 andS2
2 be the variances of the samples.

The ratio

F =
S2

1

S2
2

(4)

have a distributionF , with n1−1 degrees of freedom in the numerator andn2−1 de-

grees of freedom in the denominator. This result is based on the fact that
(n1−1)S2

1
σ2

1
is

a random variable withn1−1 degrees of freedom, that(n2−1)S2
2

σ2
2

is a random variable

with n2−1 degrees of freedom and that both populations are independent.
The idea of the null hypothesis in this workH0 : σ Categorizer= σ Eurekha

where the ratioF =
S2

1
S2

2
with a distributionF = n1−1

n2−2
. Formally, this can be repre-

sented:

• S2
1 = variance of the sample ofn1 elements;
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• S2
2 = variance of the sample ofn2 elements;

• Degree of freedom is given by:
FS = n1−1 = degree of freedom in the numerator;
FI = n2−1 = degree of freedom in the denominator;

The following formulas are obtained for the calculations:

F = F( α
2 ,n1−1,n2−1) = Critical limit o f the uppertail (5)

F = F(1−α ,n1−1,n2−1) = Critical limit o f the lowertail (6)

Each corpus has a population of 100 texts. Their samples correspond to the dis-
tributions of each text in numbers of categories created by Eurekha and by the Cate-
gorizer, using the algorithm Star and Cliques on each of the simulated corpora. As
an example, consider the Reuters corpus and the Cliques algorithm, for which the
Eurekha categorizer obtained 15 categories, while the Categorizer obtained 38. In
this way, there are (15-1) degrees of freedom for the Eurekhacategorizer and (38-1)
degrees of freedom for the Categorizer.

TheFS of each corpus, the critical value of the upper tail of theF distribution is
obtained by Equation 5. In [28], one is able to locate the Table showing the distri-
bution values ofF .

In FI , the critical value of the lower tail of theF distribution, withn1−1 degrees
of freedom, from Sample 1 in the numerator andn2− 1 degrees of freedom from
Sample 2 in the denominator, is calculated by taking the reciprocal ofFS∗, a critical
value of the upper tail of theF distribution, with “inverted“ degrees of freedom, that
is, n2−1 degrees of freedom in the numerator andn1−1 degrees of freedom in the
denominator. This relationship is shown in Equation 6.

Let us return to the example in order to show how theF test works. Recalling
that the degrees of freedom are equal to 37 and 14, respectively, to obtain the critical
value of 0,025 from the lower tail, you need to obtain the critical valueof the lower
tail, which, in this case, equals 2,27, with 37 degrees of freedom in the numerator
and 14 degrees of freedom in the denominator. Hence, the value of FI = 1

2,43 =
0,412. Using the decision rule, we have:

RejectH0 if F > FS = 2,27 orF < FI = 0,412
If not, do not rejectH0.

In Equation 4, the ratio of the proportion of the two samples is calculated.
Applied to the example of the Reuters corpus, we have:F = 10,809521

3,20056 = 3.37738.
Therefore, in the example of the Reuters corpus we haveFI = 0,412< F = 3,37738.
As F = 3,37738> FS = 2,27, H0 is rejected, a significant difference between the
variability of Eurekha and of the Categorizer does exist in the text distribution for
each of the categories created in the Reuters corpus simulation.



18 Guelpeli, M.V.C.; Garcia, A.C.B.; Bernardini, F.C.

Tables 1 and 2 display the results of theF-test using the Reuters, TeMário and
RSSTerra corpuses and the algorithms Star and Cliques. A 95% trust interval was
established for this two-tailed test.

Table 1 Results of theF-test applied to the simulation corpuses with the Star algorithm with a
degree of significance of 5%.

Star
Corpus TeMário Reuters RSSTerra

FI 0,42 0,05 0,5
FS 2,34 19,44 2,00
F 3,17 102,08 1,86
H0 Re ject(F > FS) Re ject(F > FS) Accept

Table 2 Results of theF-test applied to the simulation corpuses with the Cliques algorithm with a
degree of significance of 5%.

Cliques
Corpus TeMário Reuters RSSTerra

FI 0,55 0,41 0,57
FS 1,80 2,27 1,75
F 0,44 3,38 11,66
H0 Re ject(F < FI ) Re ject(F > FS) Re ject(F > FS)

After analyzing the results shown in Tables 1 and 2, you can see that the null
hypothesis was only accepted in the RSSTerra corpus using the Star algorithm.
When the null hypothesis is accepted according to theF-test, a t-test is indicated for
the difference between the two arithmetic means with the equal variances. For the
t-test, assuming that there are two populations with unknown means ofµ1 andµ2,
we have:

H0 (null hypothesis) : µ1 = µ2
H1 (alternative hypothesis) µ1 6= µ2

The t-test is formally described by:

t =
(X1−X2)

Sa

√

1
n1

+ 1
n2

(7)

where

n1 = size of sample 1;
n2 = size of sample 2;
X1 = mean of sample 1;
X2 = mean of sample 2;
S2

1 = variance of sample 1;
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S2
2 = variance of sample 2;

Sa = clustered variance is calculated by:

and

Sa
(n1−1)S2

1+(n2−1)S2
2

n1+n2−2
(8)

Cluster variance is given this name because the statistics of the test require that
both variances of the sample,S2

1 = S2
2, be clustered or combined for the purpose of

obtainingS2
a, the best estimate of a variance that is common to both samples, under

the premise that both variances of the two samples are equal.
The t-test statistics for cluster variance follows a t distribution with n1 + n2−2

degrees of freedom. In this way, the criteria for the rejection of the null hypothesis
can be formalized as follows:

RejectH0, i f t > tn1+n2−2 or t < −tn1+n2−2

Table 3 shows the result after confirming the null hypothesisfor the variances
(H0 : σ2

1 = σ2
2 ) in the simulation of the RSSTerra corpus, where we applied

a t-test with a significance level of 5% to test the differencebetween the means
(H0 : µ1 = µ2).

Table 3 Results of the t-test applied to the RSSTerra corpus of the simulation with the Star algo-
rithm with a degree of significance of 5%, which obtained equal variance.

Corpus-StarRSSTerra
S2

a 15,22
tI −2,00
tS 2,00
t 1,40

H0 Accept

With the result obtained in the t-test, it became clear that the means of both
populations were effectively equal. Hence, the probability of detecting a difference
with this dimension or greater, between the two arithmetic means of the samples,
corresponds to 0.19806804. Since the critical value is greater thanα = 0,05, there
isn’t sufficient evidence to accept the null hypothesis.

5.4 Qualitative analysis of the constructed categories

In Figure 8, the graph shows the number of categories createdby Eurekha and by
the Categorizer, using each of the three simulation corpuses with the use of the Star
and Cliques algorithms.

Figure 8 shows that the Categorizer obtained in each of the simulated corpuses a
greater number of categories in comparison to Eurekha.
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The Categorizer obtained in the Reuters and RSSTerra corpuses a greater num-
ber of categories as compared to Eurekha. In this way, Eurekha only had a higher
number of categories in the TeMário corpus using the Cliques algorithm, which
accounts for 16.66% of all the simulations.

After analyzing the results in Figure 8, some important observations can be made
regarding the amount of categories obtained in the Categorizer and in Eurekha:

The first aspect refers to the methodology adopted in this work, which opted for
clusterization using the agglomerative hierarchical method. This technique is impor-
tant in this work precisely due to the fact that it does not define the initial number
of clusters since, in the context of Text Mining, the domain specialist would have to
define how many categories there would be to later start categorizing. This process
creates a certain degree of autonomy as there is no need for human intervention in
the act of defining the number of categories, as these are automatically generated by
way of the agglomerative hierarchy.

Fig. 8 Number of categories created by Eurekha and by Categorizer using the Star and Cliques
Algorithm.

The second aspect worth noting refers to the other part of themethodology pro-
posed in this work, where a minimum value of importance, a threshold (here, we
used 0,05) or similarity threshold [37] was employed in which the words (charac-
teristics) with an importance (frequency) below a given value are simply ignored.
Along with the threshold, the use of fuzzy similarity, that is, the measure of set the-
oretic inclusion, determines the number of categories and sub-categories that will
exist throughout the process and also determines the similarity distance between
them.

The high number of categories represents the refinement of the texts. Texts cate-
gorized using our approach are added into one category only if its similarity rate is
bigger than the boundary to all the texts present in the category and not only related
to the main category. This factor is significant to indicate the high degree of simila-
rity among the clustered texts and also shows that the greater the distance between
the categories (depth level in the hierarchy tree), the greater will be the dissimilarity
between them, thereby determining the higher degree of similarity between the texts
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grouped into each category. Hence, this proves the justification that the higher the
number of categories, the greater the refinement among the categorized texts.

5.4.1 Details of the results from the Categorizer with the Star Algorithm
using the Reuters Corpus

Using the Stars algorithm, the Categorizer created 20 categories. CategoryC1 was
the one that obtained the highest number of texts - 18 in total- and their topics were
the economy. CategoriesC12, C17, C18, C19 andC20 were the categories with only
one allocated text. It was observed that for the texts that were clustered in pairs, as
in the case of categoryC11, there was no coherence with regards to their topics. Now
with only two texts there is categoryC11 which appears to have texts that are closely
related and handle the same topic.

There were 15 texts in categoryC2, all of which related to political economy
in general. InC3 there was a total of 10 texts whose main topic involves types of
investments. The Categorizer clustered into categoryC5 11 texts on investments
focused exclusively on companies looking for patents and new products. One can
see that some of the files speak a lot of pharmaceutical labs. In categoryC10there
were 8 texts that talk generally about the economy in a variety of different countries.
In categoryC14 there were 5 texts that deal essentially with production. Categories
C8,C9 andC13 each had a total of 4 texts. The ones inC3 covered mining, agriculture
and the market; the Japanese economy was the topic of the texts inC9 and, inC13 ,
no relationship was found between the texts.

With 3 texts grouped into each category, we have categoriesC4, C6, C7, C15 and
C16 although in categoriesC7, C15 andC16 there was no relationship between the
texts. However, the texts in categoryC4 cover the world economy and cite Argentina,
Tanzania and Africa. CategoryC6 handles joint ventures with Japan.

5.4.2 Details of the results from Eurekha with the Star Algorithm using the
Reuters Corpus

In this simulation, the Eurekha categorizer created 3 categories, whereinC1 obtained
a total of 86 texts,C2 clustered 12 texts andC3 had 2 texts. By the analysis, it is not
possible to establish a relationship between the texts clusters inC1, C2 andC3, as
there is no apparent relationship between the texts. We wereunable to establish
coherence in the texts within the referred clusters.
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5.4.3 Graphically Comparing the results of the text distribution in the
Categorizer and in Eurekha with the Cliques Algorithm using the
Reuters Corpus

As we can see in Figure 9, the Eurekha categorizer obtained a total of 15 categories,
while the Categorizer had 38 categories. If we observe the text distribution in the
Categorizer, we can see that there was no category with more than eight allocated
texts, whereas using Eurekha, 13 texts were allocated to theC12 category.

We also can see that in the Categorizer there were 10 categories that only had
one single allocated text, whereas in using Eurekha there were no categories with
only one single text. However, the number of categories created by the Categorizer
was more than double the amount of categories created by Eurekha.

Fig. 9 Number of categories created in the CLIQUES algorithm with the simulation of the Reuters
corpus in the Categorizer and in Eurekha.

5.4.4 Comparing the results of the text distribution of the Categorizer and of
Eurekha with the Star Algorithm using the RSS Terra Corpus

According to Table 4 the Categorizer obtained a greater number of categories in
comparison to Eurekha. In Table 6 you can see how the texts were distributed in the
categories created by each of the categorizers when using the Star algorithm.

Table 4 Total Number of categories created in the categorizers Eurekha and Categorizer in the
RSSTerra corpus.

Amount of Categories created
Eurekha Categorizer

22 31
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Table 5 shows that the Categorizer had a distribution of 16 texts in one given
category, while Eurekha obtained in a given category of cluster of 20 texts. In Eu-
rekha there was no cluster in categories with 1, 8, 10 and 11 texts, whereas in the
Categorizer this did not occur with the amounts of texts 5, 7,8 and 10. The Eu-
rekha categorizer did not have any category with only 1 text,but this occured in 12
categories in the Categorizer.

Table 5 Text Distribution in the categorizers created by Eurekha and Categorizer using the
RSSTerra corpus.

Amount of Categories created
Eurekha Categorizer

34 42

5.4.5 Comparing the results of the text distribution of the Categorizer and of
Eurekha with the Cliques Algorithm using the RSS Terra Corpus

According to Table 6, the Categorizer obtained a greater number of categories in
comparison to Eurekha. Table 7 shows how the texts were distributed in the cate-
gories created by each of the categorizers when using the Cliques algorithm.

Table 6 Total Number of categories created in the categorizers Eurekha and Categorizer in the
RSSTerra corpus.

Text Distribution in the Categories
Eurekha Categorizer

Amount of TextAmount of CategoriesAmount of TextAmount of Categories
1 0 1 12
2 5 2 6
3 8 3 4
4 2 4 5
5 3 5 0
6 0 6 1
7 2 7 0
8 0 8 0
9 1 9 1
10 0 10 0
11 0 11 1
20 1 16 1

Table 7 shows that the Eurekha categorizer clustered 20 texts in only one single
category, whereas the Categorizer placed in one given category 6 texts. None of
the categories in Eurekha received only one text, whereas inthe Categorizer there
were 11 categories with only one single text. In Eurekha texts in pairs occurred in
24 categories, whereas in the Categorizer they were found in14 categories. Eurekha
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did not create a single category in which the amount of texts was 1, 5 and 6, whereas
in the Categorizer, each category that was created had at least one allocated text.

Table 7 Text Distribution in the categorizers created by Eurekha and Categorizer using RSSTerra
corpus.

Distribution in the Categories
Eurekha Categorizer

Amount of TextAmount of CategoriesAmount of TextAmount of Categories
1 0 1 11
2 24 2 14
3 8 3 10
4 2 4 5
5 0 5 1
6 0 6 1
20 1 − −

5.4.6 Comparing the results of the Categorizer in the distribution of texts in
each category using the TeḾario corpus in relation to the Star and
Cliques algorithm

The use of the Cliques algorithm by the Categorizer generated 32 categories, as
shown in Table 8. CategoryC4 andC10 were the ones that obtained the highest
number of texts using the Categorizer: 9 each. With the Star algorithm, 23 categories
were created. CategoryC1 obtained a total of 21 texts. CategoriesC13, C25, C27 and
C31 were categorized with only a single text. The remaining categories had their
texts clustered in intervals ranging from 2 to 8, as indicated in Table 9. All of them
are characterized by coherence in their subjects. In contrast, for the Star algorithm,
categoriesC5, C10, C11, C17, C18, C19, C20 andC23 were clustered with only one text,
while the other categories had texts clustered in intervalsbetween 2 and 21.

Another fact that must be observed in the Cliques algorithm is the lower number
of categories created with only one text (4 in total) in contrast to the Stars algorithm
(which created 8).

No incoherence was observed in the Cliques algorithm in the case of categories
with only two texts, as seen with the Stars algorithm.

As seen in Figure 10, the Cliques algorithm, in comparison tothe Stars algorithm,
didn’t have any category with a cluster of over 10 texts. Thisis due to the fact that,
in this algorithm, elements are only added to a category if their degree of similarity
exceeds the threshold for all elements already present in the category and not only
with regards to the central element.
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Fig. 10 Comparison between the stars and Cliques algorithm using the Categorizer on TeMário
corpus.

5.4.7 Comparing the results of Eurekha in the distribution of texts in each
category using the TeḾario corpus in relation to the Star and Cliques
algorithm

Eurekha generated 33 categories using the Cliques algorithm and 10 categories with
the Star algorithm. By analyzing the behavior of the Cliquesalgorithm in Table 9,
one can see that there is a certain uniformity in the text distribution in each cate-
gory, which is normal for this algorithm. The maximum was 6 (six) texts allocated
per category and there was no case of a category that was allocated only a single
text. In contrast, with the Star algorithm there was a very high concentration of
texts in categoryC1 (with 32 texts) and inC2, C3 andC6 (with 13, 18 and 10 texts,
respectively).

Another fact that must be observed in the Cliques algorithm is the very high
number of texts allocated in pairs, which occurred in 16 categories. Furthermore,
the greatest text allocation took place in categoryC12, with 6 texts, wherein five
were in the international category and one in the world category.

In the Star algorithm, the category that received the lowestnumber of allocated
texts wasC8 with only two texts. The most noteworthy characteristic of this al-
gorithm is the very high concentration of texts in the initial categories, as can be
observed in Table 9.

As seen in Figure 11, the Cliques algorithm, in comparison tothe Stars algorithm,
didn’t have any category with a cluster of over 6 texts. This is due to the fact that,
in this algorithm, elements are only added to a category if their degree of similarity
exceeds the threshold for all elements already present in the category and not only
with regards to the central element.
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Table 8 Texts clustered by the Categorizer using the Star (S) and Cliques (C) algorithm in the
TeMário Corpus.Folha de São Paulois abbreviated as FSP andJornal do Brasilis abbreviated as
JB.

Source Text with Origin and Title
Categories FSP JB Total

Created Opinion World Special Intern. Politics Categories
S C S C S C S C S C S C S C

C1 C1 13 3 2 - 5 - - - 1 - 21 3
C2 C2 2 4 - - - 1 - - - - 2 5
C3 C3 2 2 2 - 3 - 2 - 6 - 15 2
C4 C4 2 2 2 - 3 - 2 - 6 - 15 2
C5 C5 1 3 - 2 - 1 - - - - 1 6
C6 C6 - 1 - - 3 - - 1 - - 3 2
C7 C7 - 1 6 1 1 - 5 - 1 - 13 2
C8 C8 - - - - 2 3 2 - 2 - 6 3
C9 C9 - - - - 3 3 - - - - 3 3
C10 C10 - - - 3 1 2 - 4 - - 1 9
C11 C11 - - - - 1 3 - - - 4 1 7
C12 C12 - - 1 - - 4 1 - - - 2 4
C13 C13 - - 1 - - 1 3 - - - 4 1
C14 C14 - - 1 1 - 1 - 1 1 - 2 3
C15 C15 - - 1 - - 1 1 - 3 1 5 2
C16 C16 - - - 2 - - 1 1 1 - 2 3
C17 C17 - - - 3 - - 1 - - - 1 3
C18 C18 - - - 1 - - 1 4 - - 1 5
C19 C19 - - - 3 - - 1 - - - 1 3
C20 C20 - - - 1 - - 1 1 - - 1 2
C21 C21 - - - 1 - - - 2 2 - 2 3
C22 C22 - - - 1 - - - 1 2 - 2 2
C23 C23 - - - - - - - 1 1 1 1 2

- C24 - - - - - - - 1 - - - 1
- C25 - - - - - - - 1 - - - 1
- C26 - - - - - - - 1 - 2 - 3
- C27 - - - - - - - 1 - - - 1
- C28 - - - - - - - - - 2 - 2
- C29 - - - - - - - - - 3 - 3
- C30 - - - - - - - - - 2 - 2
- C31 - - - - - - - - - 1 - 1
- C32 - - - - - - - - - 2 - 2

Total 20 20 20 20 20 20 20 20 20 20 100 100

6 Conclusion

This work proposed a text categorization approach using fuzzy similarity to improve
the issue of linguistic ambiguities found in text classification and using agglomer-
ative hierarchical method to create categories based on thesimilarity analysis of
textual terms.
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Table 9 Texts clustered by Eurekha using the Star and Cliques algorithm in the TeMário Corpus.
Folha de São Paulois abbreviated as FSP andJornal do Brasilis abbreviated as JB.

Source Text with Origin and Title
Categories FSP JB Total

Created Opinion World Special Intern. Politics Categories
S C S C S C S C S C S C S C

C1 C1 10 - 9 - 10 2 3 - 1 - 33 2
C2 C2 2 - 3 - 2 3 5 - 1 - 13 3
C3 C3 - - 2 - 4 2 2 - 10 - 18 2
C4 C4 - - 3 - 1 4 2 - - - 6 4
C5 C5 1 - 1 - 2 2 - - 1 - 5 2
C6 C6 - - 1 - - 3 7 - 2 - 10 3
C7 C7 1 - - - - 3 1 2 1 - 3 5
C8 C8 - - 1 - - - - 5 1 - 2 5
C9 C9 4 - - - - - - 2 - - 4 2
C10 C10 2 - - - 1 - - 3 3 - 6 3

- C11 - 1 - 1 - - - 1 - - - 3
- C12 - - - 1 - - - 5 - - - 6
- C13 - - - - - - - 2 - - - 2
- C14 - - - 2 - - - - - - - 2
- C15 - - - 2 - - - - - - - 2
- C16 - - - 2 - - - - - - - 2
- C17 - - - 2 - - - - - - - 2
- C18 - - - 2 - - - - - - - 2
- C19 - 2 - 2 - - - - - - - 4
- C20 - - - 2 - - - 1 - - - 2
- C21 - 1 - 2 - - - - - - - 3
- C22 - 3 - 1 - - - - - - - 4
- C23 - - - 1 - - - - - 2 - 3
- C24 - 2 - - - - - - - - - 2
- C25 - 2 - - - - - - - - - 2
- C26 - 4 - - - - - - - - - 4
- C27 - 2 - - - - - - - - - 2
- C28 - 2 - - - - - - - - - 2
- C29 - 1 - - - - - - - 3 - 4
- C30 - - - - - - - - - 5 - 5
- C31 - - - - - - - - - 4 - 4
- C32 - - - - - - - - - 2 - 2
- C33 - - - - - 1 - - - 4 - 5

Total 20 20 20 20 20 20 20 20 20 20 100 100

The technique of relative frequency adopted in the selection step allows the Ca-
tegorizer to have the lists of the words that appear most often in the text. This tech-
nique was imperative in order to indicate which terms withinthe collection have
a higher level of significance; that is, it established a threshold to decrease the di-
mensionality of the characteristics’ vector space. The fuzzy similarity technique (set
theoretic inclusion) used in the Categorizer, determined the inference function of the
fuzzy logic, thereby allowing us to measure the similarity between the texts on the
list. Star and Cliques algorithms were employed in the Agglomerative Hierarchical
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Fig. 11 Comparison between the stars and Cliques algorithm using Eurekha on TeMário corpus.

methodology to identify the groups of texts by specifying some type of relationship
rule. Although they obtained very similar results, the Cliques algorithm presented a
slight advantage of the Stars algorithm in that it created a larger number of clusters.

With regards to the comparison between the two categorizersthat were studied,
Eurekha and the Categorizer, there is statistical evidencesuggesting that the Catego-
rizer is more significant that Eurekha. In all of the simulations conducted, Eurekha
attained a higher number of created categories in only 16.66% of the corpuses. Even
so, the difference between the categories created by Eurekha and the Categorizer
was of only one unit, in only one corpus and using only the Cliques algorithm.

In the Reuters corpus the Eurekha categorizer had its worst performance: when
using the Star algorithm, Eurekha obtained only two categories, which made it im-
possible to carry on any sort of analysis looking to assess the relationship between
the clustered texts.

On the other hand, the results with the TeMário corpus were very interesting,
due to the fact that the corpus was developed with the purposeof summarizing
texts that are very close and that are divided into previously established categories,
which considerably facilitates the content analysis as well as the treatment of the
file names.

The results of Eurekha and the Categorizer showed a very close proximity, up
to the point where they were literally equal to one another. However, with the use
of theF-test, it was seen that the variances were in fact different.As a subjective
means of evaluation, we also verified a considerable advantage of the Categorizer
in comparison to the Eurekha by comparing the results obtained with results from
a human evaluator. The categorization of the Categorizer was much closer to what
was considered ideal by the human evaluator.

Another interesting result was that of the RSSTerra corpus, which in theF-test
had its null hypothesis accepted. From that point, the t-Student test was conducted
for equal variances after which the means from the experiments were evaluated.
In the t-Student test, the hypothesis was also accepted. However, the critical-p was
greater than its significance valueα, which does not prove there was statistical evi-
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dence that the means were equal. To conclude this work, the methodology proposed
in this study points to encouraging results. The combination of the proposed tech-
niques in each step of the Categorizer was very important in order for the results to
be able to reach a positive indicative level.

One of the greatest challenges in this field is the reduction of vector space; that
is, the calculation of the similarity matrix. As a proposal for the future, we expect
to exclude these calculations, thereby reducing vector space as well as reducing the
computational complexity of the text categorization algorithms.

Another common problem in the field is the definition of the stop criterion, which
still stands in the way of a truly autonomous process. A common practice is to estab-
lish these criteria based on observations of the classifier’s behavior. Note however
that this problem is quite serious from the viewpoint of knowledge discovery, since
this scenario is made up of groups of texts that are considerably dense and lengthy. A
future contribution could be to use an automatic learning process to make decisions
on a variety of circumstances regarding the best stop criterion to be used.
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tuguese). Detecting emerging concepts in textual data mining. In: Michael Berry (ed.), Com-
putational Information Retrieval, SIAM, Philadelphia, August 2001, 2001.

28. F.J. Rohf and R. R. Sokal. Statistical tables, 2nd ed.,usa, 1981.
29. C. Yen S. Tsaur, T. Chang. The evaluation of airline service quality bu fuzzy mcdm. Tourism

Management, n. 23. Available at:<http://mslab.hau.ac.kr/mgyoon/master02/ahp8.pdf>. Ac-
cessed on June 23, 2007, 2002. Lecture Notes in Computer Science, 1574.

30. G. Salton.Introduction to Modern Information Retrieval. McGraw-Hill, New York, 1983.
31. C. M. Silva, M. C. Vidigal, P. S. Vidigal Filho, C. A. Scapim, E. Daros, and L. Silvério.
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da UFRGS (READ), Porto Alegre, v.6, n.5, 2000. In Portuguese.

40. L. A. Zadeh. Fuzzy sets. information and control. [S.l.], v.8, 1965.
41. L. A. Zadeh. Outline of a new approach to the analysis of complex systems and decision

processes.Transactions on Systems, Man and Cybernetics v.SMC-3, pages 28–44, 1973.


